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Global	Galactic	Scales

• Kennicutt-Schmidt	Relation
• Empirical	correlation	between:	
star	formation	rate	(SFR)	surface	
density	(Σ"#$)	
and	
gas	mass	surface	density	(Σ%&')

Kennicutt (1998)

Also: Schmidt (1959), Wong & Blitz (2002), Boissier 
et al. (2003), Kennicutt et al. (2007), Leroy et al. 
(2008), Bigiel et al. (2008), Genzel et al. (2010)...

Global galactic scales:
Kennicutt-Schmidt (KS) 
Relation 

Star Formation Rate per 
unit area of the disk, ΣSFR, 
correlates with gas mass 
surface density, Σgas, (total 
H2+HI and/or just H2).

Thursday, July 20, 17

Schmidt	(1959);	Wong+Blitz (2002);	Boissier+	
(2003),	Gao+Solomon (2004);	Kennicutt+(2007);	
Leroy+(2008);	Bigiel+(2008);	Genzel+(2010);



Global	Galactic	Scales

• Dynamical	Kennicutt-Schmidt	Relation

εorbit,outer = 0.11

Kennicutt (1998)Global galactic scales (cont.):
Dynamical KS Relation 

ΣSFR = εorbit Σgas / torbit 
        ∝ Σgas Ω

εorbit = 0.04    
in H2 dominated regions of 
12 disk galaxies  (Tan 2010; 
Leroy et al. 2008)

Thursday, July 20, 17

Σ"#$ =
)*+,-.Σ%&'
/*+,-.

										∝ Σ%&'Ω

Σ"#$ = 0.017Σ%&'Ω%&'



A Test of SF Laws: Empirical Effect of Shear on Σsfr

Σsfr = B Σg Ω(1-0.7β)

Data from Leroy et al. (2008)

Σsfr = B Σg Ω
Observed Σsfr

Tan (2010)

Thursday, July 20, 17

Leroy	et	al.	(2008)

Effect	of	Shear	on	Σ"#$

Cloud collision star-forming disks (CC-SFDs) (Tan 2000)

“GMC” - self-gravitating cloud Disk: Q ~ 1, fGMC ≳ 0.3

vcirc

R
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ABSTRACT
We invoke star formation triggered by cloud-cloud collisions to explain global star formation rates of

disk galaxies and circumnuclear starbursts. Previous theories based on the growth rate of gravitational
perturbations ignore the dynamically important presence of magnetic Ðelds. Theories based on triggering
by spiral density waves fail to explain star formation in systems without such waves. Furthermore, obser-
vations suggest gas and stellar disk instabilities are decoupled. Following Gammie, Ostriker, & Jog, the
cloud collision rate is set by the shear velocity of encounters with initial impact parameters of a few tidal
radii, due to di†erential rotation in the disk. This, together with the e†ective conÐnement of cloud orbits
to a two-dimensional plane, enhances the collision rate above that for particles in a three-dimensional
box. We predict For constant circular velocity (b \ 0), this is in agreement&SFR(R) P &gas )(1 [ 0.7b).
with recent observations by Kennicutt. Our estimates for the normalization of this star formation law,
while uncertain, are consistent with the observed star formation in the Milky Way and starburst gal-
axies. We predict a B-band Tully-Fisher relation : also consistent with observations. As addi-L

B
P vcirc7@3 ,

tional tests, we predict enhanced/reduced star formation in regions with relatively high/low shear rates,
and lower star formation efficiencies in clouds of higher mass.
Subject headings : galaxies : spiral È galaxies : starburst È ISM: clouds È stars : formation

1. INTRODUCTION

Understanding how the global star formation rates
(SFRs) of galaxies and starbursts depend on their physical
properties is essential for an understanding of galaxy evolu-
tion. Furthermore, such knowledge can also reveal much
about the star formation process itself.

Empirically, in disk galaxies (Kennicutt 1989, 1998, here-
after K89, K98) and the circumnuclear disks of starbursts
(Downes & Solomon 1998, hereafter DS98), star formation
occurs in regions where the gas disk is unstable to gravita-
tional perturbation growth. This can be expressed as a con-
dition on the surface density of gas :

&gas [ &crit \
aipgas

nG
4 Q&gas (1)

(Toomre 1964 ; Quirk 1972), where is the gas velocitypgasdispersion ; a is a dimensionless constant near unity, to
account for deviations of real disks from the idealized
Toomre thin-disk, single-Ñuid model ; Q is a dimensionless
parameter ; and i is the epicyclic frequency :

i \ J2
vcirc
R

A
1 ] R

vcirc

dvcirc
dR

B1@2 \ J2
vcirc
R

(1 ] b)1@2 .

(2)

Here is the circular velocity at a particular galacto-vcirccentric radius R, and which is zero forb 4 d ln vcirc/d ln R,
a Ñat rotation curve. From the outermost galactic star-
forming regions, K89 Ðnds a ^ 0.67, assuming kmpgas \ 6
s~1. The result a \ 1 is expected, because of the destabi-
lizing inÑuence of a stellar disk (Jog & Solomon 1984 ; Jog
1996). Where Q \ 1, on scales around thejcrit \ 2npgas/Qi,
gas disk is gravitationally unstable and fragments into
bound clouds. When stars form, the energy they release
raises and star formation is hypothesized (e.g., Silkpgas,

1997) and observed (K89 ; DS98) to self-regulate, so that
Q D O(1).

All star formation is observed to occur in molecular
clouds, and the majority in giant molecular clouds (GMCs),
with masses (see Blitz & Williams 1999 andZ 105 M

_McKee 1999 for reviews). However, K89 reported the sur-
prising result that the correlation of the SFR with the
surface density of molecular gas was much weaker than
with the total (atomic ] molecular). Uncertainties in CO to

conversion may account for some of the poor corre-H2lation ; however, the data suggest that the immediate supply
of gas controlling the SFR is both atomic and molecular.
This implies that the atomic to molecular conversion time-
scale, is short compared to the timescale on which startconv,formation is regulated. Spitzer (1978) Ðnds the rate constant
for molecule formation on dust grains to be approximately
2.0 ] 10~17 cm3 s~1, for typical Galactic interstellar
medium (ISM) metallicities. Ignoring destruction processes,
a naive estimate of the time to convert a region with nH I

D
1000 cm~3, perhaps created from the collision of two
atomic clouds, to gives yr, which is aH2, tconv D 2 ] 106
relatively short timescale.

Where the SFR is observed to be correlated withQ [ 1,
gas density. Schmidt (1959) introduced the param-
eterization of the volume densities withoSFR P ogasn ,
n D 1È2. By looking at about 100 di†erent galactic and cir-
cumnuclear starburst disk systems, K98 found a similar
relation for disk-averaged surface densities of gas and star
formation, valid over 5 orders of magnitude in &gas ,

&SFR P (&gas)N , (3)

with N D 1.4 ^ 0.15 (Fig. 1) (however, see Taniguchi &
Ohyama 1998). K98 Ðnds that the SFR is also correlated
with the orbital angular frequency, ), via

&SFR P &gas ) (4)
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time, of these clouds. A fraction, v, of each gas cloud istcoll,converted into stars in each burst of collision-induced star
formation. The time between bursts is where isf sf~1 tcoll, fsfthe fraction of collisions which lead to star formation. Thus,

&SFR \ vfsf N
A

M
c

tcoll
^ vfsf &gas

tcoll
, (12)

where is the surface number density of gravitationallyN
Abound clouds per unit area of the disk. By numerically

solving the equations of motion, Gammie et al. (1991,
Fig. 8), found that cloud-cloud collisions result from
encounters caused by di†erential rotation, primarily with
initial impact parameters of about and with a spread1.6r

t
,

in values of order For typical GMC parameters in ther
t
.1

Galaxy, the associated shear velocity is D9 km s~1. This
sets the collision rate, together with the cloud surface
density, and the probability of collision, of theseN

A
, fG,

encounters. Note that the random velocity dispersion of the
cloud population (D7 km s~1 ; see, e.g., Stark & Brand
1989) sets the clouds moving on epicycles but is not the
velocity directly inÑuencing the collision rate. The e†ect of
these random motions has been accounted for in the calcu-
lations of Gammie et al., since they consider the collision of
clouds that are already moving on epicycles. Increasing the
random motions increases the initial impact parameters at
which most cloud collisions occur, raising the shear velocity
and thus the collision rate. We express astcoll

tcoll D
1
2

jmfp
v
s
( D 1.6r

t
)
D

1
3.2r

t
() [ dvcirc/dR)N

A
r
t

fG
, (13)

where the Ðrst factor of accounts for clouds either catch-12ing up with others at larger R or being caught up with by
clouds at smaller R. is the mean free pathjmfp \ 1/N

A
r
t

fGof a cloud to catch up, or be caught up to, by another. The
denominator is the shearv

s
(D1.6r

t
) ^ 1.6r

t
() [ dvcirc/dR)

velocity of an encounter with impact parameter dueD1.6r
t
,

to di†erential rotation.
We evaluate the factor viaN

A
r
t
2

N
A

^ &gas
M

c
\ aipgas

nGQM
c
^ (1 ] 0.3b)

0.7a
Qr

t
2 . (14)

As in equation (11), we have used andi \ J2)(1 ] b)1@2
assumed the velocity dispersion of the gas clouds results
from gravitational torquing (Gammie et al. 1991), so that

with b > 1. Sopgas ^ (GM
c
i)4@3(1.0 [ 1.7b), N

A
nr

t
2 \

(1 ] 0.3b)0.7an/Q D O(1) and is constant where Q is con-
stant. Thus every area element, of the disk approx-nr

t
2,

imately contains the mass of gas, required to setM
c
, r

t
.

Thus, from equation (13),

tcoll ^
Q

9.4fG(1 ] 0.3b)(1 [ b)
torb . (15)

From Gammie et al. (1991) we set We expect itfG D 0.5.
to scale as We consider cloud boundaries to be set byr

c
/r

t
.

pressure conÐnement from the general ISM pressure, PISM.
Following Elmegreen (1989), we have

PISM ^ n
2

G&gas
A

&gas ] &*
pgas
p*

B
, (16)

1 The length unit used in Gammie et al. (1991) corresponds to D0.8r
t
.

where and are the stellar surface density and velocity&* p*dispersion, respectively. The boundary pressure of the self-
gravitating clouds is a few times less than the interior cloud
pressure, where Since Q D O(1)P D 12G&

c
2, &

c
^ M

c
/nr

c
2.

implies and with we have&gas ^ M
c
/nr

t
2, P D PISM,

r
c

r
t
\A&gas

&
c

B1@2
D
C &gas

&gas ] &*(pgas/p*)
D1@4

. (17)

Observationally, and have approximately similar&gas &*spatial distributions, and so from equation (17) we see that
and thus varies only very slowly with R. From herer

c
/r

t
, fG,

on we take it to be a constant.
Substituting equation (15) in equation (12), we obtain

&SFR ^ 1.5vfsf fG Q~1&gas )(1 [ 0.7b) . (18)

This is a new ““ modiÐed ÏÏ Schmidt law, to be tested against
observations (° 2.3). For our Ðducial location in the Galactic
disk (R \ 4 kpc) we have

&SFR ^ 4.3 ] 10~8 M
_

yr~1 pc~2A v
0.2

fsf
0.5

fG
0.5

1.0
Q
B

]
C &gas

10 M
_

pc~2
)

5.7 ] 10~8 yr~1 (1 [ 0.7b)
D

. (19)

Disk-averaged SFRs, with the appropriate gas distribution,
are estimated in ° 2.3.2.

2.3. Predictions of Collision-induced Star Formation
2.3.1. Radial ProÐles

With high-resolution data for including&SFR, &gas,atomic and molecular components, and equation (18)vcirc,can be directly tested. This is practical for the Milky Way
and nearby galaxies, but difficult for circumnuclear disks of
starbursts because of their small size. Star formation from
cloud collisions is a stochastic process and so statistically
signiÐcant data sets are required. Properly identifying
bound clouds requires atomic and molecular observations,
so the masses of both components can be accounted for.

The assumption that the cloud velocity dispersion is
caused by gravitational torquing (Gammie et al. 1991), also
leads to the prediction of (eq. [11]). Combining this&gas(R)
with equation (18) leads to

&SFR(R) P M
c
1@3)7@3Q~2(1 [ 1.7b) , (20)

which is proportional to for constant IfM
c
1@3R~7@3Q~2 vcirc.observations of are lacking, then the theory can still be&gastested using equation (20) and SFR and circular velocity

data, for an assumed constant Q. Note that is, inM
c
(R)

general, difficult to determine. However, surveys of Galactic
CO (e.g., Sanders et al. 1986) Ðnd no strong evidence for
systematic variation (Solomon et al. 1987 ; Scoville et al.
1987). Furthermore, any variation is weakened by being
raised to the power in equation (20). If galactic stellar13disks have been built up primarily through self-regulated
star formation, where Q D O(1), then we also have &* P

as an additional prediction.&SFRSeveral authors have presented radial proÐles of and&gasfor individual galaxies (e.g., Tacconi & Young 1986 ;&SFRKuno et al. 1995). However, problems of accounting for the
varying extinction of the tracers of star formation, such as
Ha, make direct comparison difficult. Similarly, where far-
infrared emission is used as a SFR estimator, the heating
contributions from young stars, old stars, and possible
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time, of these clouds. A fraction, v, of each gas cloud istcoll,converted into stars in each burst of collision-induced star
formation. The time between bursts is where isf sf~1 tcoll, fsfthe fraction of collisions which lead to star formation. Thus,

&SFR \ vfsf N
A

M
c

tcoll
^ vfsf &gas

tcoll
, (12)

where is the surface number density of gravitationallyN
Abound clouds per unit area of the disk. By numerically

solving the equations of motion, Gammie et al. (1991,
Fig. 8), found that cloud-cloud collisions result from
encounters caused by di†erential rotation, primarily with
initial impact parameters of about and with a spread1.6r

t
,

in values of order For typical GMC parameters in ther
t
.1

Galaxy, the associated shear velocity is D9 km s~1. This
sets the collision rate, together with the cloud surface
density, and the probability of collision, of theseN

A
, fG,

encounters. Note that the random velocity dispersion of the
cloud population (D7 km s~1 ; see, e.g., Stark & Brand
1989) sets the clouds moving on epicycles but is not the
velocity directly inÑuencing the collision rate. The e†ect of
these random motions has been accounted for in the calcu-
lations of Gammie et al., since they consider the collision of
clouds that are already moving on epicycles. Increasing the
random motions increases the initial impact parameters at
which most cloud collisions occur, raising the shear velocity
and thus the collision rate. We express astcoll

tcoll D
1
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v
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where the Ðrst factor of accounts for clouds either catch-12ing up with others at larger R or being caught up with by
clouds at smaller R. is the mean free pathjmfp \ 1/N

A
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fGof a cloud to catch up, or be caught up to, by another. The
denominator is the shearv

s
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velocity of an encounter with impact parameter dueD1.6r
t
,

to di†erential rotation.
We evaluate the factor viaN
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^ (1 ] 0.3b)
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As in equation (11), we have used andi \ J2)(1 ] b)1@2
assumed the velocity dispersion of the gas clouds results
from gravitational torquing (Gammie et al. 1991), so that

with b > 1. Sopgas ^ (GM
c
i)4@3(1.0 [ 1.7b), N

A
nr

t
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(1 ] 0.3b)0.7an/Q D O(1) and is constant where Q is con-
stant. Thus every area element, of the disk approx-nr

t
2,

imately contains the mass of gas, required to setM
c
, r

t
.

Thus, from equation (13),

tcoll ^
Q

9.4fG(1 ] 0.3b)(1 [ b)
torb . (15)

From Gammie et al. (1991) we set We expect itfG D 0.5.
to scale as We consider cloud boundaries to be set byr

c
/r

t
.

pressure conÐnement from the general ISM pressure, PISM.
Following Elmegreen (1989), we have

PISM ^ n
2

G&gas
A

&gas ] &*
pgas
p*

B
, (16)

1 The length unit used in Gammie et al. (1991) corresponds to D0.8r
t
.

where and are the stellar surface density and velocity&* p*dispersion, respectively. The boundary pressure of the self-
gravitating clouds is a few times less than the interior cloud
pressure, where Since Q D O(1)P D 12G&

c
2, &

c
^ M

c
/nr

c
2.

implies and with we have&gas ^ M
c
/nr

t
2, P D PISM,

r
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Observationally, and have approximately similar&gas &*spatial distributions, and so from equation (17) we see that
and thus varies only very slowly with R. From herer

c
/r

t
, fG,

on we take it to be a constant.
Substituting equation (15) in equation (12), we obtain

&SFR ^ 1.5vfsf fG Q~1&gas )(1 [ 0.7b) . (18)

This is a new ““ modiÐed ÏÏ Schmidt law, to be tested against
observations (° 2.3). For our Ðducial location in the Galactic
disk (R \ 4 kpc) we have

&SFR ^ 4.3 ] 10~8 M
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fsf
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Disk-averaged SFRs, with the appropriate gas distribution,
are estimated in ° 2.3.2.

2.3. Predictions of Collision-induced Star Formation
2.3.1. Radial ProÐles

With high-resolution data for including&SFR, &gas,atomic and molecular components, and equation (18)vcirc,can be directly tested. This is practical for the Milky Way
and nearby galaxies, but difficult for circumnuclear disks of
starbursts because of their small size. Star formation from
cloud collisions is a stochastic process and so statistically
signiÐcant data sets are required. Properly identifying
bound clouds requires atomic and molecular observations,
so the masses of both components can be accounted for.

The assumption that the cloud velocity dispersion is
caused by gravitational torquing (Gammie et al. 1991), also
leads to the prediction of (eq. [11]). Combining this&gas(R)
with equation (18) leads to

&SFR(R) P M
c
1@3)7@3Q~2(1 [ 1.7b) , (20)

which is proportional to for constant IfM
c
1@3R~7@3Q~2 vcirc.observations of are lacking, then the theory can still be&gastested using equation (20) and SFR and circular velocity

data, for an assumed constant Q. Note that is, inM
c
(R)

general, difficult to determine. However, surveys of Galactic
CO (e.g., Sanders et al. 1986) Ðnd no strong evidence for
systematic variation (Solomon et al. 1987 ; Scoville et al.
1987). Furthermore, any variation is weakened by being
raised to the power in equation (20). If galactic stellar13disks have been built up primarily through self-regulated
star formation, where Q D O(1), then we also have &* P

as an additional prediction.&SFRSeveral authors have presented radial proÐles of and&gasfor individual galaxies (e.g., Tacconi & Young 1986 ;&SFRKuno et al. 1995). However, problems of accounting for the
varying extinction of the tracers of star formation, such as
Ha, make direct comparison difficult. Similarly, where far-
infrared emission is used as a SFR estimator, the heating
contributions from young stars, old stars, and possible
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time, of these clouds. A fraction, v, of each gas cloud istcoll,converted into stars in each burst of collision-induced star
formation. The time between bursts is where isf sf~1 tcoll, fsfthe fraction of collisions which lead to star formation. Thus,

&SFR \ vfsf N
A

M
c

tcoll
^ vfsf &gas

tcoll
, (12)

where is the surface number density of gravitationallyN
Abound clouds per unit area of the disk. By numerically

solving the equations of motion, Gammie et al. (1991,
Fig. 8), found that cloud-cloud collisions result from
encounters caused by di†erential rotation, primarily with
initial impact parameters of about and with a spread1.6r

t
,

in values of order For typical GMC parameters in ther
t
.1

Galaxy, the associated shear velocity is D9 km s~1. This
sets the collision rate, together with the cloud surface
density, and the probability of collision, of theseN

A
, fG,

encounters. Note that the random velocity dispersion of the
cloud population (D7 km s~1 ; see, e.g., Stark & Brand
1989) sets the clouds moving on epicycles but is not the
velocity directly inÑuencing the collision rate. The e†ect of
these random motions has been accounted for in the calcu-
lations of Gammie et al., since they consider the collision of
clouds that are already moving on epicycles. Increasing the
random motions increases the initial impact parameters at
which most cloud collisions occur, raising the shear velocity
and thus the collision rate. We express astcoll

tcoll D
1
2

jmfp
v
s
( D 1.6r

t
)
D

1
3.2r

t
() [ dvcirc/dR)N

A
r
t

fG
, (13)
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clouds at smaller R. is the mean free pathjmfp \ 1/N
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As in equation (11), we have used andi \ J2)(1 ] b)1@2
assumed the velocity dispersion of the gas clouds results
from gravitational torquing (Gammie et al. 1991), so that
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Thus, from equation (13),
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From Gammie et al. (1991) we set We expect itfG D 0.5.
to scale as We consider cloud boundaries to be set byr
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Following Elmegreen (1989), we have
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1 The length unit used in Gammie et al. (1991) corresponds to D0.8r
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where and are the stellar surface density and velocity&* p*dispersion, respectively. The boundary pressure of the self-
gravitating clouds is a few times less than the interior cloud
pressure, where Since Q D O(1)P D 12G&
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Observationally, and have approximately similar&gas &*spatial distributions, and so from equation (17) we see that
and thus varies only very slowly with R. From herer

c
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t
, fG,

on we take it to be a constant.
Substituting equation (15) in equation (12), we obtain

&SFR ^ 1.5vfsf fG Q~1&gas )(1 [ 0.7b) . (18)

This is a new ““ modiÐed ÏÏ Schmidt law, to be tested against
observations (° 2.3). For our Ðducial location in the Galactic
disk (R \ 4 kpc) we have

&SFR ^ 4.3 ] 10~8 M
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yr~1 pc~2A v
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fsf
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. (19)

Disk-averaged SFRs, with the appropriate gas distribution,
are estimated in ° 2.3.2.

2.3. Predictions of Collision-induced Star Formation
2.3.1. Radial ProÐles

With high-resolution data for including&SFR, &gas,atomic and molecular components, and equation (18)vcirc,can be directly tested. This is practical for the Milky Way
and nearby galaxies, but difficult for circumnuclear disks of
starbursts because of their small size. Star formation from
cloud collisions is a stochastic process and so statistically
signiÐcant data sets are required. Properly identifying
bound clouds requires atomic and molecular observations,
so the masses of both components can be accounted for.

The assumption that the cloud velocity dispersion is
caused by gravitational torquing (Gammie et al. 1991), also
leads to the prediction of (eq. [11]). Combining this&gas(R)
with equation (18) leads to

&SFR(R) P M
c
1@3)7@3Q~2(1 [ 1.7b) , (20)

which is proportional to for constant IfM
c
1@3R~7@3Q~2 vcirc.observations of are lacking, then the theory can still be&gastested using equation (20) and SFR and circular velocity

data, for an assumed constant Q. Note that is, inM
c
(R)

general, difficult to determine. However, surveys of Galactic
CO (e.g., Sanders et al. 1986) Ðnd no strong evidence for
systematic variation (Solomon et al. 1987 ; Scoville et al.
1987). Furthermore, any variation is weakened by being
raised to the power in equation (20). If galactic stellar13disks have been built up primarily through self-regulated
star formation, where Q D O(1), then we also have &* P

as an additional prediction.&SFRSeveral authors have presented radial proÐles of and&gasfor individual galaxies (e.g., Tacconi & Young 1986 ;&SFRKuno et al. 1995). However, problems of accounting for the
varying extinction of the tracers of star formation, such as
Ha, make direct comparison difficult. Similarly, where far-
infrared emission is used as a SFR estimator, the heating
contributions from young stars, old stars, and possible

→ 0.2 torb (1-0.7β)-1

Σsfr ∝ Σg/tcoll →B Σg Ω(1-0.7β)

β=0

β=1

hGMC ≲ 35 pc
Stark & Lee (2005)
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Simulating a galactic environment for GMCs
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Figure 1. Column density plots for two simulations used in this paper are
shown above, at a time of 250 Myr. The calculation shown in the left hand
panel includes an N = 2 imposed spiral perturbation, whereas for the cal-
culation shown in the right-hand panel, gas is only subject to a symmetric
logarithmic potential.

⇢
min

(cm�3) l (pc) ⌃ (M�pc�2) % of gas in clouds

50 10 45±10 3.3
10 15 13±3 17

⇢(H2)
min

(cm�3) l (pc) ⌃ (M�pc�2) % of gas in clouds

10 15 45±10 2.8

Table 1. Table of the parameters associated with cloud selection. ⇢
min

and l are parameters used to identify clouds (see text). Then ⌃ shows the
average surface density of the clouds identified, and the standard deviation.
The fraction of the total gas which lies in clouds is also shown. The lower
part of the table shows parameters used when taking the molecular density
rather than the total density, see Section 5

.

we find no significant changes over 0.1 Myr. However the clump–
finding algorithm picks out noticeably different structures (middle
panels). When this algorithm is used, a cloud appears to change on
shorter timescales than supposed by the actual particle distribution.
We checked whether or not selecting clouds in the rotating frame
of the potential contributed to this problem, but this was not found
to have a big impact, rather the error lies in the conversion to a grid.

Instead here we adopt a ‘friends of friends’ algorithm, which
is non-grid based. We first select particles over a given (volume)
density, ⇢

min

. We then group together all particles within a given
length scale (l). This naturally produces clouds in 3D. There is
some degeneracy between the density criterion ⇢

min

, and l, i.e. in-
creasing ⇢

min

gives very similar results to decreasing l. We again
show the evolution of a cloud over 0.1 Myr in Figure 2 (lower
panels). Unlike with the grid-based approach, there is negligible
change in the structure of the cloud over such a small timescale, as
would be expected. We use this method for the rest of the paper.

In Table 1 we show different parameters used to find clouds
in the simulation. We select two separate populations of clouds,
with different densities and surface densities. For our fiducial re-
sults, we take ⇢

min

= 50cm�3 and l = 10 pc (where ⇢ reflects the
total density). This gives clouds with a range of surface densities
a little low compared to typical surveys, but similar to the Galac-
tic 12CO clouds observed by Heyer et al. (2009). The fraction of
the total gas which lies in clouds is very small with these criteria,
hence we also investigated clouds found using ⇢

min

= 10cm�3

and l = 15 pc. As this yields clouds of unrealistically low sur-

Figure 2. The particles are plotted for a small section of the galaxy (left)
and again at a time of 0.1 Myr later (right). The middle panel shows a cloud
as selected by the ‘grid–based’ clump–finding algorithm. There are evident
changes in the structure of the cloud even over a 0.1 Myr time frame, and
the net change in mass is 10 %. The bottom panels show clouds found using
the ‘density-based’ clump–finding algorithm (using ⇢

min

= 50 cm�3 and
l=10 pc). The cloud is indistinguishable between the two time frames, as
would be expected over such a short time period, and the net change in mass
is 0.1 %. The ‘density–based’ algorithm is 3D, so some particles which may
look like they should be part of the cloud in 2D may be further above or
below the cloud particles in 3D.

face densities compared to molecular clouds, the second criterion
is mostly simply a comparison. However this could correspond to
collisions of HI clouds, for example in the colliding flow scenario
(e.g. Vázquez-Semadeni et al. 2007). Having a higher fraction of
gas in clouds would also better reflect regions such as the inner
parts of the Galaxy. For both cases we only consider clouds with
masses over 1.5 ⇥104 M�, or over 50 particles. We repeated our
analysis with higher mass limits, which also serves as a check for
any dependence on resolution, but found similar results (see Sec-
tion 4). Though obviously for calculating merger frequencies for
massive clouds compared to the total number of clouds (see again
Section 4), taking different lower limits for the massive clouds will
yield different answers.

c� 2014 RAS, MNRAS 000, 1–13

GMC	Collision	Timescales

24

Figure 23. Cloud collision timescales (measured from 200 to 300 Myr) relative to orbital timescale as a function of galactocentric
radius for Runs I to VI (panels as labelled) averaged for all GMCs (blue solid lines) and for GMCs with Mc > 106M� (red solid
lines). Diamonds show the theoretical estimates from equation 11, averaged for GMC populations from 200 to 300 Myr, with
the error bars showing the 1� standard deviation (see text).

simple model of 2-body interactions set by shear in a
thin disk (Gammie et al. 1991; Tan 2000). These values
are relatively short compared to traditional estimates
of cloud collision timescales of hundreds of Myr (e.g.,
McKee & Ostriker 2007). The di↵erence arises because
these traditional estimates consider a 3D (rather than
2D) geometry, invoke collision velocities set by GMC ve-
locity dispersions (rather than shear velocities at one to
two tidal radii), and have smaller collision cross sections
using actual GMC sizes (rather than GMC tidal radii
that results from gravitational focussing). The general
implications of frequent GMC collisions are discussed,
below, starting with their ability to maintain turbulent
motions within GMCs.

5.4. Maintenance of GMC Turbulence

As reviewed by (McKee & Ostriker 2007), observed
GMC velocity dispersions are highly supersonic. How-

ever, from the results of numerical experiments, super-
sonic turbulence is expected to decay in ⇠1 dynamical
time, tdyn = Rc/�c, where �c is the 1D internal velocity
dispersion (Stone et al. 1998; Mac Low et al. 1998) (for
↵vir ' 1, t↵ ' 0.5tdyn). Thus maintenance of turbu-
lence is a constraint on models of GMC formation and
evolution.
McKee & Ostriker (2007) discussed two conceptual

frameworks. First, GMCs are dynamic, transient and
largely unbound, with turbulence driven by large-scale
colliding atomic flows that form the clouds (e.g., Heitsch
et al. 2005; Vázquez-Semadeni et al. 2011; Inoue & Inut-
suka 2012). These models do not naturally explain why
most GMCs are bound with ↵vir ⇠ 1. More recent sim-
ulations with moderate strength B-fields show that it is
di�cult to compress the gas to observed GMC densities
(e.g., Inoue & Inutsuka 2008; Körtgen & Banerjee 2015).
Also, the required fast flows of HI around GMCs needed
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Cloud	Collision	Simulations

• Bow	shocks,	compression,	gravitational	instabilities	
(Habe+Ohta 1992)
• Bending	mode	instabilities	(Klein+Woods 1998)
• Thin	shell	&	Kelvin-Helmholtz	instabilities	(Anathpindika
2009)
• Enhanced	turbulence	&	B-fields	(Inoue+Fukui 2013)	
• Gravitationally	unstable	cores	(Takahira+2014)
• Filament	Formation	(Balfour+2015)
• “Broad	Bridge”	feature	in	p-v	(Haworth+2016a,b)
• Enhanced 12CO, 13CO high-to-low J ratios (Wu+ 2015)

The Astrophysical Journal, 792:63 (15pp), 2014 September 1 Takahira, Tasker, & Habe

Figure 6. Thin (0.2 pc thickness) projections of the cloud collision at different relative velocities. The three times shown correspond to the first core formation (left),
the maximum number of formed cores (middle), and when the shock wave exited Cloud 2 (end of simulation). The top panel shows the simulation with 3.0 km s−1

collisional velocity, the middle panel shows the results for 5.0 km s−1, and the bottom panel is for 10 km s−1.
(A color version of this figure is available in the online journal.)

performed by K. Torii et al. (in preparation) of the Galactic H ii
region, RCW120, which they postulate is the result of a cloud
collision. At the final time shown, dense structures can be seen
in the 3.0 km s−1 and 5.0 km s−1 case, but gas remains at a lower
density in the 10 km s−1 simulation.

The overall gas density of the clouds can be explored in
the one-dimensional probability distribution functions (PDFs)
shown in Figure 8 for the non-collision case and the three
different collision velocities considered. Gas is included in the
PDF if it is within a 7 pc radius sphere centered on Cloud 2.
The blue dashed line in all of the panels marks a log-normal
profile with the following equation:

f (x;µ, σ ) = A

σ
√

2π
e− 1

2 ( x−µ
σ )2

, (2)

where x = ln ρ/ρ̄ and the constants have values of A ∼ 1.2,
µ ∼ −0.3, and σ = 0.9.

In the top left panel of Figure 8, the static evolution of Cloud 2
is shown without any collision event. The black solid line shows
the gas at 1.0 Myr and the red dotted line shows the profile after
the free-fall time of the smaller Cloud 1, tff1 = 5.3 Myr: the
duration of that simulation and longer than the shock crossing
time in either the 5.0 km s−1 or 10 km s−1 case. In the static
cloud simulation, the gas above a density of 10.0 cm−3 closely
follows a log-normal distribution throughout the simulation. At

Figure 7. Velocity magnitude distribution in the collision between Cloud 1 and
Cloud 2 with both clouds moving prior to collision with velocities of 5 km s−1

and −5 km s−1. This is equivalent to our 10.0 km s−1 case, but because both
clouds move, the form of the shock front can be seen clearly. This simulation
gives identical results to the 10 km s−1 simulation and is included here only to
aid the description of the shock front formation. The left-hand panel shows the
clouds at t = 0.8 Myr while the right-hand panel shows the slightly later time,
t = 1.2 Myr.
(A color version of this figure is available in the online journal.)

lower densities, background gas from around the cloud forms a
peak at ∼0.5 cm−3.

However, the next three plots show clear deviations in that
higher-density region. The top right panel shows the result for
the 3.0 km s−1 case while on the bottom row the left-hand panel
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Cloud	Collision	Candidates

• NGC1333	(Loren	1976)

• Dr21/W75	(Dickel+	1978)

• GR110-13(Odenwald+	1992)

• Sgr B2	(Hasegawa+	1994;	Sato+	2000)

• Westerlund2	(Furukawa+	2009;	
Ohama+	2010)

• M20	(Torii+	2011)

• NGC3603	(Fukui+	2014)

• Cygnus OB7	(Dobashi+	2014)

• RCW120	(Torii+	2015)

• Galactic center 50	km/s	molecular
cloud (Tsuboi+	2015)

• N159W	and	N159E	(Fukui+	2015;	
Saigo+	2016)

• RCW38	(Fukui+	2016)

• N37	(Baug+	2016)

• G35.20-0.74	(Dewangan 2017)

• L1188	(Gong+	2017)

• R136	(Fukui+	2017a)

• M42	and	M43	(Fukui+	2017b)

• GM	24	(Fukui+	2017c)

• M16	(Nishimura+	2017)

• RCW34	(Hayashi+	2017)

• RCW36	(Sano+	2017)

• NGC2024	(Ohama+	2017a)

• RCW166	(Ohama+	2017b)

• W51	(Fujita+	2017(arXiv))

• W33	(Kohno+	2017(arXiv))

• DBS[2003]179	(Kuwahara+	
2017(arXiv))

• M17	(Nishimura+	2017(arXiv))

• Sh2-48 (Torii+	2017(arXiv))

• N44	(Tsuge+	2017(arXiv))

• NGC6334	and	NGC6357	(Fukui+	
2017(arXiv))

Observational

Author(s) (year) Observational Candidate

Loren (1976, 1977) NGC 133, LkHα 198 (GMCs)

Dickel+ (1978) Dr21 / W75 (high-mass SFR)

Odenwald+ (1992) GR110-13 (high-alt. cloud)

Hasegawa+(1994);
Sato+(2000)

Sgr B2 (Gal. center)

Furukawa+ (2009); 
Ohama+ (2010)

Westerlund 2 (star cluster)

Torii+ (2011) M20 (TriLd Nebula)

Dobashi+ (2014) Cygnus OB 7

Fukui+ (2015) N159 West (SFR in LMC)

Gong+ (2017) L1188 (dark cloud complex)

Two velocity 
components 
(CO spectra)

Proximity to 
young massive 

stars

DiGcult to 
conLrm!Morphology

Features 
in p-v 
space
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Giant	Molecular	Cloud	CollisionsGiant Molecular Cloud Collisions

– Giant molecular cloud (GMC) collisions (i.e., 
converging molecular ;ows) may be a dominant 
mode of star formation

– Self-gravitating GMCs supported by turbulent 
and magnetic pressure

– Undergo supersonic collisions driven by galactic 
shear

– Creates shock-compressed material, magnetically 
supercritical clumps, high mass surface density 
(Σ) gas prone to gravitational instability

Scoville+ 1986
Gammie+ 1991

Tan 2000

 → Triggers formation of dense clumps and star clusters ?

Giant Molecular Cloud Collisions

– Giant molecular cloud (GMC) collisions (i.e., 
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mode of star formation
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shear

– Creates shock-compressed material, magnetically 
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Tan 2000

 → Triggers formation of dense clumps and star clusters ?

Develop	detailed	
numerical	model	to	
understand	GMC	
collisions	on	the	

cloud-scale	and	make	
predictive	

observational	
diagnostics



Magnetohydrodynamics
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PyPDR1 and CLOUDY (Ferland et al. 2013) codes. In
the previous Grackle 2.1 code, the mean molecular weight
was determined by an analytic fit as a function of tem-
perature and was independent of density. While the
mean molecular weights in the analytic fit agree with
the new tabular values in the cold, dense molecular gas,
there is a divergence between the two at higher temper-
atures and lower gas densities. Additionally, the cooling
timestep �tcool is now included in the total dynamical
timestep. This ensures that gas does not, through un-
physical means, diverge too far from equilibrium temper-
atures. For numerical expediency, however, a minimum
cooling timestep �tcool,min ⇠ 600 yr is included as the
cooling timestep can become prohibitively small at large
densities. The cooling timestep takes the form

�tcool = max

✓
0.2⇢e

|�� ⇤|+ ✏

,�tcool,min

◆
, (3)

where ⇢ is the gas density, e is the specific internal en-
ergy, � is the volumetric heating rate, ⇤ is the volumetric
cooling rate, and the small factor ✏ is included to avoid di-
vergence at thermal equilibrium. This timestep is used in
calculating the dynamical timestep and is independent of
the internal subcycling used by the Grackle cooling rou-
tine. These changes result in a small di↵erence in the gas
temperatures at low densities between results presented
in Paper II and those presented here.

2.3. Ambipolar Di↵usion

Ambipolar di↵usion is included in Enzo’s Dedner MHD
solver (Dedner et al. 2002; Wang and Abel 2009) through
the modification of the induction equation to include
non-ideal terms:

@B

@t

�r⇥ (v ⇥B) = �r⇥ (DAD (r⇥B)⇥ b⇥ b) ,

(4)
where DAD = c

2
⌘AD/4⇡ is the ambipolar di↵usion con-

stant, ⌘AD is the resistivity2, and b is a unit vector in the
direction of B. The terms on the right hand side of equa-
tion 4 are included as an explicit update in the source
term step. To ensure stability, the explicit timestep is
limited by the ambipolar di↵usion timestep,

�tAD =
�min

�
�x

2
,�y

2
,�z

2
�

DAD
, (5)

where � = 0.1 is a safety factor included to ensure sta-
bility (Mac Low et al. 1995).
The inclusion of ambipolar di↵usion can introduce time

steps much shorter than the dynamical time step. Enzo

periodically rebuilds the grid to accommodate the move-
ment of gas. As the ambipolar di↵usion update does
not move gas through the grid, it may be unnecessary
to undergo the expensive process of rebuilding the grid
on the ambipolar di↵usion time scale. To avoid this, the
ambipolar di↵usion time step is only included after the
time to rebuild the grid is calculated, thus resulting in
the grid being rebuilt on the ideal MHD dynamical time
scale instead of the ambipolar di↵usion timescale.

1 PyPDR is developed by S. Bruderer and is available at http:
//www.mpe.mpg.de/

~

simonbr/research_pypdr/index.html

2 There is no consistency within the literature regarding which
of the quantities ⌘AD and DAD is referred to as the resistivity.

Additionally, the energy equation is modified to in-
clude frictional heating between the ions and neutrals
which, in the strong coupling limit, takes the form

✓
@e⇢

@t

◆

AD

=
4⇡⌘AD

c

|r⇥B|

2
. (6)

Previous studies di↵er on whether such heating is capa-
ble of being comparable to, e.g., the cosmic ray heating
rate. Padoan et al. (2000, 2012) found that the ambipo-
lar di↵usion heating rate is comparable to the cosmic ray
heating rate for Alfvén Mach numbers of order unity;
however, this comparison was made assuming a low cos-
mic ray ionization rate of ⇣CR = 10�17 s�1, much smaller
than the value of ⇣CR = 10�16 s�1 used here. Li et al.
(2012) found that turbulent ambipolar di↵usion heating
is unlikely to contribute significantly except in the case
of an extremely large, turbulent molecular cloud, and
even then, the heating is likely to be localized to regions
a↵ected by shocks.
The ambipolar di↵usion heating rate can be estimated

from Equation 6,

✓
@e⇢

@t

◆

AD

=
c

2
⌘AD

16⇡2
|r⇥B|

2
⇠

c

2
⌘ADB

2

16⇡2
L

2
B

(7)

= 1.53⇥ 10�27
⇣

⌘AD

0.1 s�1

⌘✓
B

10µG

◆2

⇥

✓
LB

0.0625 pc

◆�2

erg cm�3 s�1 (8)

where LB is a characteristic scale for magnetic field fluc-
tuations normalized to the smallest grid scale in our sim-
ulations. While this estimate does not take into account
the character of the turbulence, it at least shows that
heating due to ambipolar di↵usion is potentially influen-
tial.
Standard AD code tests are presented in Appendix A.

2.4. Calculation of the Resistivity

The calculation of the resistivity within a cell is done
under the assumption of strong coupling between the ions
and neutrals and in the limit of negligible momentum
associated with the ions. Following standard derivations
(e.g., Parks 1991), the conductivities are

�s=
nse

2
⌧sn

ms
(9)

�k=
X

s

�s (10)

�?=
X

s

�s

1 + (!s⌧sn)
2 (11)

�H=�

X

s

�s!s⌧sn

1 + (!s⌧sn)
2 , (12)

where !s = qB/mc and ⌧sn is the momentum exchange
timescale for particles of species s with neutral particles.
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tine. These changes result in a small di↵erence in the gas
temperatures at low densities between results presented
in Paper II and those presented here.

2.3. Ambipolar Di↵usion

Ambipolar di↵usion is included in Enzo’s Dedner MHD
solver (Dedner et al. 2002; Wang and Abel 2009) through
the modification of the induction equation to include
non-ideal terms:

@B

@t

�r⇥ (v ⇥B) = �r⇥ (DAD (r⇥B)⇥ b⇥ b) ,

(4)
where DAD = c

2
⌘AD/4⇡ is the ambipolar di↵usion con-

stant, ⌘AD is the resistivity2, and b is a unit vector in the
direction of B. The terms on the right hand side of equa-
tion 4 are included as an explicit update in the source
term step. To ensure stability, the explicit timestep is
limited by the ambipolar di↵usion timestep,

�tAD =
�min

�
�x

2
,�y

2
,�z

2
�

DAD
, (5)

where � = 0.1 is a safety factor included to ensure sta-
bility (Mac Low et al. 1995).
The inclusion of ambipolar di↵usion can introduce time

steps much shorter than the dynamical time step. Enzo

periodically rebuilds the grid to accommodate the move-
ment of gas. As the ambipolar di↵usion update does
not move gas through the grid, it may be unnecessary
to undergo the expensive process of rebuilding the grid
on the ambipolar di↵usion time scale. To avoid this, the
ambipolar di↵usion time step is only included after the
time to rebuild the grid is calculated, thus resulting in
the grid being rebuilt on the ideal MHD dynamical time
scale instead of the ambipolar di↵usion timescale.

1 PyPDR is developed by S. Bruderer and is available at http:
//www.mpe.mpg.de/

~

simonbr/research_pypdr/index.html

2 There is no consistency within the literature regarding which
of the quantities ⌘AD and DAD is referred to as the resistivity.

Additionally, the energy equation is modified to in-
clude frictional heating between the ions and neutrals
which, in the strong coupling limit, takes the form

✓
@e⇢

@t

◆

AD

=
4⇡⌘AD

c

|r⇥B|

2
. (6)

Previous studies di↵er on whether such heating is capa-
ble of being comparable to, e.g., the cosmic ray heating
rate. Padoan et al. (2000, 2012) found that the ambipo-
lar di↵usion heating rate is comparable to the cosmic ray
heating rate for Alfvén Mach numbers of order unity;
however, this comparison was made assuming a low cos-
mic ray ionization rate of ⇣CR = 10�17 s�1, much smaller
than the value of ⇣CR = 10�16 s�1 used here. Li et al.
(2012) found that turbulent ambipolar di↵usion heating
is unlikely to contribute significantly except in the case
of an extremely large, turbulent molecular cloud, and
even then, the heating is likely to be localized to regions
a↵ected by shocks.
The ambipolar di↵usion heating rate can be estimated

from Equation 6,

✓
@e⇢

@t
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AD

=
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2
⌘AD

16⇡2
|r⇥B|

2
⇠

c

2
⌘ADB

2

16⇡2
L

2
B

(7)

= 1.53⇥ 10�27
⇣

⌘AD

0.1 s�1

⌘✓
B

10µG

◆2

⇥

✓
LB

0.0625 pc

◆�2

erg cm�3 s�1 (8)

where LB is a characteristic scale for magnetic field fluc-
tuations normalized to the smallest grid scale in our sim-
ulations. While this estimate does not take into account
the character of the turbulence, it at least shows that
heating due to ambipolar di↵usion is potentially influen-
tial.
Standard AD code tests are presented in Appendix A.

2.4. Calculation of the Resistivity

The calculation of the resistivity within a cell is done
under the assumption of strong coupling between the ions
and neutrals and in the limit of negligible momentum
associated with the ions. Following standard derivations
(e.g., Parks 1991), the conductivities are

�s=
nse

2
⌧sn

ms
(9)

�k=
X

s

�s (10)

�?=
X

s

�s

1 + (!s⌧sn)
2 (11)

�H=�

X

s

�s!s⌧sn

1 + (!s⌧sn)
2 , (12)

where !s = qB/mc and ⌧sn is the momentum exchange
timescale for particles of species s with neutral particles.

Magnetohydrodynamics +	PDR-based	heating/cooling	+	Ambipolar Diffusion



Star Formation Models

Density-Regulated SF
1(a). n

H
 > n

H,sf 

Magnetically-Regulated SF
1(b) Use dimensionless mass-to-
;ux ratio in each cell:

μ > 1 : supercritical
μ < 1 : subcritical

c
1
 : geometric factor 

      (1/63)½ for 
       isolated sphere  

n
H
 threshold determined by μ

(Mouschovias+Spitzer 1976)

Simulate star particles using 
collisionless N-body dynamics

2. Finest level of AMR
3. T < 3000 K 

4. Then, form star with:

ϵ
f
 = 0.02  (“SF eGciency”)

Δx3 : cell volume
t

f
 = (3π/32Gρ)½  (“free-fall time”)

If M
*
 < M

*,min
 , a M

*
/M

*,min
 probability 

to form a star with M
*

Star Formation (SF) Criteria



Initial	Conditions Global
Domain:	(128pc)3
=,>8? = 0 (or	±5km/s)
D = 10µG
G = 60∘

GMCs
JKLM = 20pc
QR,KLM = 100cmTU

VKLM~10WM⨀
ZKLM~15K
\ = 0.5JKLM

GMC	envelope
QR,] = 10cmTU

Z]~150K

(effective)	Resolution:
10243;	20483
0.125	pc;	0.0625pc

Turbulence
solenoidal
decaying
V^~20
=_ ∝ `Ta
{k1,k2}	=	{2,20}

Non-colliding
vs.	Colliding	

Density	+	B-field	
streamlines



Initial	Conditions Global
Domain:	(128pc)3
=,>8? = 0 (or	±5km/s)
D = 10µG
G = 60∘

GMCs
JKLM = 20pc
QR,KLM = 100cmTU

VKLM~10WM⨀
ZKLM~15K
\ = 0.5JKLM

GMC	envelope
QR,] = 10cmTU

Z]~150K

(effective)	Resolution:
10243;	20483
0.125	pc;	0.0625pc

Turbulence
solenoidal
decaying
V^~20
=_ ∝ `Ta
{k1,k2}	=	{2,20}

Non-colliding
vs.	Colliding	

Temperature	+	
Velocity	vectors



Time	Evolution



Gas + Star Morphology

Colliding

Non-Colliding

Colliding:

– Forms high density Llamentary sheet/hub

– Σ > 0.5 g/cm2 regions created earlier; 
clustered near collision region

– SF triggered earlier, in colliding region

– Many clusters form in proximity, coalesce 
into main central cluster

Non-Colliding:

– Network of slower growing Llaments

– High-Σ regions form later; develop from 
existing Llaments

– SF initiated at late stages

– Scattered SF, in dense Llaments

Gas	and	Star	Morphology



SFR	and	Efficiency

• Earlier	onset	of	SF	(~t_ff/2)
• ~10x	higher	SFR
• ~10x	higher	SFE	per	freefall	time
• Colliding:	>10%
• Non-colliding	~1%
• Expect	both	decrease	w/	feedback



B-field	PolarizationB-Field Polarization

Stokes Parameters (q, u)

– Projection of (linear) polarization

– Inferred polarization angle

– p : polarization pseudo-vector

Lee+Draine 1985; Fiege+Pudritz 2000
Kataoka+ 2012; Chen+ 2016

Stokes	Parameters	(q,	u)

B-Field Polarization

Stokes Parameters (q, u)

– Projection of (linear) polarization

– Inferred polarization angle

– p : polarization pseudo-vector

Lee+Draine 1985; Fiege+Pudritz 2000
Kataoka+ 2012; Chen+ 2016



Synthetic	Polarization	Maps
Colormap:	Mass	surface	density
Line	Integral	Convolution:	B-pol
(Cabral+Leedom 1993)
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Fig. 3. Left: columm density map, log10(NH/cm�2), overlaid with magnetic field pseudo-vectors whose orientations are inferred from the Planck
353 GHz polarization observations. The length of the pseudo-vectors is normalized so does not reflect the polarization fraction. In this first group,
the regions analysed are, from top to bottom, Taurus, Ophiuchus, Lupus, Chamaeleon-Musca, and CrA. Right: HROs for the lowest, an intermediate,
and the highest NH bin (black, blue, and red, respectively). For a given region, bins have equal numbers of selected pixels (see Sect. 4.1.1 and
Appendix A) within the NH ranges labelled. The intermediate bin corresponds to selected pixels near the blue contours in the column density
images. The horizontal dashed line corresponds to the average per angle bin of 15�. The widths of the shaded areas for each histogram correspond
to the ±1� uncertainties related to the histogram binning operation. Histograms peaking at 0� correspond to B? predominantly aligned with iso-NH
contours. Histograms peaking at 90� and/or �90� correspond to B? predominantly perpendicular to iso-NH contours.

according to criteria for the gradient of the column density
(Appendix A.2) and the polarization (Appendix A.2).

4. Statistical study of the relative orientation
of the magnetic field and column density
structure

4.1. Methodology

4.1.1. Histogram of relative orientations

We quantify the relative orientation of the magnetic field with
respect to the column density structures using the HRO (Soler
et al. 2013). The column density structures are characterized
by their gradients, which are by definition perpendicular to the

iso-column density curves (see calculation in Appendix B.1).
The gradient constitutes a vector field that we compare pixel by
pixel to the magnetic field orientation inferred from the polariza-
tion maps.

In practice we use ⌧353 as a proxy for NH (Sect. 2.2). The
angle � between B? and the tangent to the ⌧353 contours is eval-
uated using5

� = arctan
⇣
|r ⌧353 ⇥ ˆ

E | , r⌧353 · ˆ

E

⌘
, (2)

where, as illustrated in Fig. 6, r ⌧353 is perpendicular to the tan-
gent of the iso-⌧353 curves, the orientation of the unit polarization
5 In this paper we use the version of arctan with two signed arguments
to resolve the ⇡ ambiguity in the orientation of pseudo-vectors (Planck
Collaboration Int. XIX 2015).
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Fig. 4. Same as Fig. 3 for the second group, Aquila Rift and Perseus.

pseudo-vector ˆ

E, perpendicular to B?, is characterized by the
polarization angle

 =
1
2

arctan(�U,Q), (3)

and in Eq. (2), as implemented, the norm actually carries a sign
when the range used for � is between �90� and 90�.

The uncertainties in � due to the variance of the ⌧353 map
and the noise properties of Stokes Q and U at each pixel are
characterized in Appendix B.

The gradient technique is one of multiple methods for char-
acterizing the orientation of structures in a scalar field. Other
methods, which include the Hessian matrix analysis (Molinari
et al. 2011; Planck Collaboration Int. XXXII 2016) and the in-
ertia matrix (Hennebelle 2013), are appropriate for measuring
the orientation of ridges, i.e., the central regions of filamentary
structures. The gradient technique is sensitive to contours and
in that sense it is better suited to characterizing changes in the
relative orientation in extended regions, not just on the crests of
structures (Soler et al. 2013; Planck Collaboration Int. XXXII
2016). Additionally, the gradient technique can sample multiple

scales by increasing the size of the vicinity of pixels used for
its calculation (derivative kernel; see Appendix B.1). Previous
studies that assign an average orientation of the cloud (Tassis
et al. 2009; Li et al. 2013) are equivalent to studying the relative
orientation using a derivative kernel close to the cloud size.

The selected pixels belong to the regions of each map where
the magnitude of the gradient |r⌧353| is greater than in a dif-
fuse reference field (Appendix A). This selection criterion aims
at separating the structure of the cloud from the structure of
the background using the reference field as a proxy. For each
region the selected reference field is the region with the same
size and Galactic latitude that has the lowest average NH (see
Appendix A.1).

In addition to the selection on |r⌧353|, we only consider pix-
els where the norms of the Stokes Q and U are larger than in
the di↵use reference field, therefore minimizing the e↵ect of
background/foreground polarization external to the cloud. The
relative orientation angle, �, is computed by using polarization
measurements with a high S/N in Stokes Q and U, i.e., only con-
sidering pixels with |Q|/�Q or |U |/�U > 3. This selection allows
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Figure 4. As in Fig. 2 for the non-colliding case. Here we plot the emission maps, p-v diagrams and the high velocity gas for t = 4Myr only. From the p-v
diagrams it can be seen that in all cases we find a width of < 8 km s�1 corresponding to the turbulent velocity dispersion due to the internal gas motions in each
GMC. The gravitational forces acting on both clouds result in their mutual attraction. This can be observed in the high velocity gas maps in which the upper-left
part is redshifted and the bottom-right is blueshifted. However, in none of the cases do we observe an interaction pointing to a collision, such as seen in Fig. 2.

is due to the mutual gravitational forces attracting both GMCs
and which are best seen in all high velocity gas maps in the
bottom row of the figure. In these maps it can be seen that
the red- (vlos > +5km s

�1) and blue- (vlos < �5 km s

�1)
shifted components do not overlap as shown in the bottom
row of Fig. 2, different from the cloud-cloud collision case.

5. DISCUSSION

Being able to identify collisions between GMCs is poten-
tially important for our understanding of the global star for-
mation process in galaxies. Theoretical models show that the
broad “bridge-effect” (§3) in p-v diagrams is an excellent in-
dicator of such activity. Observational surveys have revealed
several cases of on-going cloud-cloud collision events. How-
ever, both models and observations primarily discuss such sig-
natures in p-v diagrams of low-J CO transition lines. Our
work complements these results by first analyzing the results
of realistic MHD simulations of colliding, turbulent, mul-
tiphase GMCs, and then exploring how fine-structure lines
compare with CO J = 1 � 0. This work differs from the
studies of Haworth et al. (2015a,b) by considering a more re-
alistic physical model that includes magnetic fields and PDR-
based heating/cooling, a concomitant improved treatment for
the abundance and level populations of CO (whereas they as-
sumed a constant abundance of [CO]/[H]= 8⇥10

�5 through-
out their clouds), and a calculation of the radiative transfer of
the fine-structure lines.

Our main finding is that the lines of [CI] (1-0), [CII] 158µm
and [OI] 3

P1 !

3
P0 transition at 63µm, are promising al-

ternative ways for identifying cloud-cloud collisions via the
“bridge-effect.” As the collision progresses and the denser
parts of the clouds merge, the “bridge-effect” diminishes and
low�J CO lines then hardly show any signature of the col-
lision. On the other hand, the lifetime of the broad bridge in
fine-structure lines is predicted to be longer since these lines
are emitted from the more rarefied parts of GMCs which are

primarily located at their outer envelopes that have not yet un-
dergone collision.

The models considered here are based on an idealized sit-
uation in which there is no local stellar feedback. However,
cloud-cloud collisions are potential sites for triggered star for-
mation (Fukui et al. 2015, 2017a,b; Torii et al. 2015, 2017)
leading to the birth of massive, & 10M� stars (Takahira et al.
2014; Balfour et al. 2015). Thus the signatures of the PDRs
from such localized stellar feedback (see, e.g., for examples
of models of HII region feedback Dale et al. 2012; Walch et al.
2015; Haworth et al. 2015a) may confuse those from the bulk
original GMC material, externally irradiated. Such contribu-
tions also need to be accounted for when interpreting obser-
vational data that includes localized PDRs. Thus the models
presented here are most useful for isolating the “pure” signa-
ture of the GMC-GMC collision, which may be most easily
compared to observations of GMCs in relatively early stages
of collision and star formation.

Another simplification of our treatment is that in the post-
processing of the MHD simulations, the gas is assumed to be
in local thermodynamic equilibrium and additional transient
heating effects from shocks are ignored. A future paper in
this series will explore the importance of such effects.

As mentioned in §4, the collision occurs along the line-of-
sight of the observer, which is the most idealized scenario
for observations. As studied by Haworth et al. (2015a), the
“bridge-effect” is relatively sensitive to the point of view of
the observer and it diminishes as one departs from the face-on
point of view. In Fig. 5 we show the emission map and p-v
diagram of the [CII] line at t = 4Myr when the observation
is made perpendicular to the direction of the collision. In this
case, any signature of the cloud-cloud collision is minimized,
and the velocity width now is in principle connected with the
internal turbulence of the gas. However, the emission map
shows a characteristic feature of a rectangular shape spanning
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Figure 2. Emission maps (first and third rows) and position-velocity diagrams (second and fourth rows) for the colliding case at t = 2Myr and 4Myr,
respectively. The collision occurs along the line-of-sight. Columns from left to right: CO J = 1 � 0; [CI] (1-0); [CII] 158µm; OI 63µm. The bottom row
shows the integrated intensity of high velocity gas traced by each line at t = 4Myr, i.e., maps the gas that has velocities > +5km s�1 (red contours) and
< �5 km s�1 (blue contours). The contours correspond to the intensity of the line. The grayscale shows the total intensity, W , of each line. In the p-v diagrams
and at t = 2Myr, the “bridge effect” is better seen in the fine-structure lines of [CII], [OI] and partially in the [CI] line, as all these are primarily emitted
from the lower density gas that has not yet undergone collision. Since CO J = 1 � 0 is emitted from the innermost part of both clouds where UV radiation
has been severly extinguished, identifying the collision signature in this line once the clouds start to merge is more difficult. Once the collision further evolves
(t = 4Myr), the “bridge-effect” is also diminished for the [CI] (1-0), although still holding in [CII] 158µm and OI 63µm lines. The maps of high velocity gas
on the other hand show a collision event at z ⇠ �10 pc and y ⇠ +10pc in CO J = 1� 0 and [CI] (1-0), with the rest of the fine-structure lines indicating the
bulk movement of GMCs at a larger scale.

as this line is primarily emitted by lower densities.
Similarily to [CII] 158µm, the [OI] 63µm line, although

much weaker than all the above lines, originates from the
outermost parts of both clouds with significant contributions
from the ambient medium of our model. Its overall intensity
remains approximately the same between t = 2 and 4Myr.
The 63µm line is optically thick and due to this, its inten-
sity is remarkably reduced at the parts of the map which cor-
respond to high column densities (see Fig. 1). As it can be
seen, the blue-shifted component in the p-v diagrams (i.e., for
vlos ⇠ �5 km s

�1) has a reduced antenna temperature com-
pared to the red-shifted component. We further note that the
[OI] line and in particular its ratio with [CI] (1-0) can be used
as diagnostic of the intensity of the FUV radiation in PDRs
(see Bisbas et al. 2014).

The p-v diagrams in all cases span a width in velocity space

⇠ ±10 km s

�1, i.e., resulting from the relative motion of
both clouds, that is larger than that due to internal turbulence
within the initial GMCs, i.e., ⇠ ±5 km s

�1. As we described
above, once the collision process begins, WCO(1�0) becomes
enhanced. The motion of the gas then becomes more turbulent
due to the collision as the two GMCs merge. This is reflected
in the p-v diagram at t = 4Myr in which the overall width
in velocity space has increased. As a result, the double veloc-
ity peak feature that could indicate collision is diminished (see
also Haworth et al. 2015b), although at the position ⇠ �10 pc

(where the collision occurs) the intensity is quite strong over
most of the velocity width of ⇠ 20 km s

�1. The p-v diagram
of the [CI] (1-0) line at t = 2Myr indicates, however, that
such a feature is reminiscent of the “bridge-effect” discussed
in §3 and in particular at position ⇠ 0 pc. As time progresses
and the clouds merge (t = 4Myr), this signature disappears.

CO(J=1-0) [CI]	1→0 [CII]	158µm [OI]	63µm

Colliding
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resolution is kept to 1 km/s, and assuming OTF mapping with upGREAT. As shown in Figs. 4 and 5, this 
sensitivity is sufficient to detect [CII] lines in the vicinity of IRDC H.
 Since our priority is efficient, large-area mapping of [CII], we prefer to use total power OTF 
mapping, and also check the OFF position for contaminating emission when necessary. We follow the 
standard spectral set-up for using upGREAT to observe [CII] with LFA and [OI] in parallel with HFA. 
LSR velocities are estimated by Hernandez & Tan (2015) for each cloud from the GRS 13CO(1-0) spectra.
 HFA observations  of [OI]: We also observe [OI] at 63 microns with the HFA used in parallel. 
However, we are aware that  the total power OTF mapping observing mode is not optimal for the [OI] 
data, rendering the data reduction more challenging, unless the line is bright  and narrow. Still, this choice 
made given the primary goal of large-area mapping of [CII]. Thus for this project  we will focus first on 
results from [CII] and then examine [OI] on a case by case basis. Similar [OI] line sensitivities as [CII] 
are expected to be derived from these observation. [OI] is also an important PDR cooling line and is an 
output of our MHD simulations of GMC-GMC collisions (Wu et  al. 2017a,b; Bisbas et  al. 2017). 
Observationally, [OI] at ambient  gas velocities is known to be prone to strong self-absorption (e.g., 
Leurini et al. 2015). In addition to ambient  PDR gas, [OI] may also be detected at  higher velocity offsets 
in protostellar outflows (e.g., Leurini et  al. 2015; Gusdorf et  al. 2017). Our IRDC targets are known to 
contain some examples of massive protostars, and so such sources may be detected in these observations.
 Total Observing Time: The observing time for each source is listed in Table 1. We will prioritize 
the sources and the precise regions to be mapped in Phase II. Note, if time is available, we propose to re-
map the pilot region of IRDC H (with lowest priority) in order to also have [OI] observed in this region. 
Total time request is estimated as 12.2 hrs.

Figure 5: Total spectrum of [CII] (black, with grey shading) from the mapped region of IRDC H, showing several 
features, in addition to the strongest 48 km/s feature, which we associate with the IRDC and its surrounding GMC. 
The red line shows the 13CO(1-0) GRS spectrum (scaled by 0.5) from this same location. The vertical blue dashed line 
marks the 45 km/s velocity of the main 13CO(1-0) emission peak, which is known to be associated with the IRDC.

Line	Diagnostics
• Potential	[CII]	signature
• Spatial	and	velocity	offset	
from	dense	gas	(and	star	cluster)
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group. The results of these observations have the potential to reveal, for the first time, the kinematic 
structure of the lower density PDR region material that envelopes the IRDCs on larger scales and may 
play a critical role in their formation. In particular scenarios of IRDC formation via converging molecular 
flows due to GMC-GMC collisions or due to simple decay of turbulence in gravitationally unstable 
clouds will be investigated.
 In Cycle 4, this project obtained a small amount of observing time (33 min on source) to carry 
out pilot [CII] observations of IRDC H. As described in the Feasibility Section, we do detect [CII], but 
at a spatial location offset from the IRDC filament (Fig. 4). The spectrum of this emission shows the 
[CII] to be at a velocity that is close to that of the molecular gas of the IRDC, but displaced by a few 
km/s (Fig. 5). These results are in line with our theoretical expectations (e.g., Fig. 3) and indicate that 
[CII] is an important tracer of the environments around IRDCs and can provide essential information 
to constrain models of the formation of these structures. As discussed above, this process of creation of 
gravitationally unstable and magnetically supercritical clumps within GMCs, may be the crucial 
bottleneck for setting galactic star formation rates and is thus of high priority for investigation.

Figure 2: (from Wu, Tan et al. 2017a) Top row: Mass surface density maps projected along the z-direction of two 
turbulent GMCs colliding at 10 km/s at 1,  2,  3,  4 Myr (left to right). B-fields of 10µG are initialized at an angle 
θ=30° relative to the collisional direction. Mass-weighted magnetic fields are shown as gray streamlines. Note the 
filamentary dense gas structures created by the collision. Bottom row: As above, but now for non-colliding GMCs. 

analysis of Section 3.6 is performed on synthetic 13CO( J=
1-0) maps.

3. Results

We perform analysis of the simulations, focusing on the
following categories of interest: density and temperature
morphologies (Section 3.1); magnetic field morphologies and
strengths (Section 3.2); mass surface density distributions
(Section 3.3); CO line diagnostics (Section 3.4); kinematics
(i.e., spectra and velocity gradients) (Section 3.5); and
dynamics (i.e., virial analysis) (Section 3.6).

Primarily, we investigate relative differences between the
fiducial colliding and non-colliding cases, with the goal of
understanding the physical effects of GMC–GMC collisions
and determining potential differentiating observational diag-
nosis techniques. Additionally, the remaining parameter
models are analyzed to supplement the main results by
understanding the effects of variations in the collisional
parameters.

For visualization and analysis, we often use a rotated
coordinate system (x′, y′, z′) relative to the simulation axes (x, y,
z) such that x′, y′, and z′ are rotated by the polar and azimuthal
angles, respectively, q f = n n, 15 , 15( ) ( ) about each axis. The
purpose of this is to remove biases from an artificial collisional
plane that develops as a result of our initial conditions of
colliding flows of uniform CNM. This plane has negligible
dynamical effects on the GMCs, but a magnified observational
signature when the line-of-sight is directly aligned along this
plane. In some cases, a non-rotated coordinate system denoted
by (x, y, z) is sufficiently unaffected by the initial conditions
and is thus used for simplicity.

3.1. Mass Surface Density and Temperature Morphology

The time evolution of mass surface density (superposed with
magnetic field lines) and temperature (superposed with gas
velocity vectors) structures in the fiducial colliding and non-
colliding cases are shown in Figure 2. Similar plots for the
remaining nine parameter models are shown in Figures 3 and 4
for density and temperature, respectively.

Figure 2. Top: time evolution of mass surface density for the fiducial colliding (model 1, 1st row) and non-colliding (model 2, 2nd row) cases. Bottom: time evolution
of mass-weighted temperature for the same models (model 1, third row; model 2 fourth row). Snapshots at 1.0, 2.0, 3.0, and 4.0 Myr are shown. Mass-weighted
magnetic fields are shown as gray streamlines while velocities are shown as black vectors with the velocity scale shown in the top right.
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Figure 3: Zoom in to a 10 parsec scale region from the colliding simulation shown in Fig. 2 at 4 Myr. Left: Mass 
surface density is shown in color scale. [CII] integrated intensity over 30 km/s is shown with contours (in K km/s). 
Right: Color map of the [CII] integrated intensity, overlaid on contours of mass surface density. Note the spatial 
offset of the [CII] emission, which arises from gas with T ~ 100K and nH ~ 103 cm-3, from the dense filament. 
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Feasibility: 
 Preliminary results of our Cycle  4 [CII] observation of IRDC H: Observations of a small part   
(6′ by 3′) of IRDC H were made in May 2016, with ~33 min on-source observation time. This involved 
~8 seconds of integration time per point, achieved via 3 repeated scans. The sensitivity in the final map is 
estimated to be ~0.35 K in a 1 km/s channel per beam.
 Figure 4 shows a map of the [CII] emission integrated from ~40 to 60 km/s. The main feature to 
note is that the [CII] emission is spatially offset  from the IRDC filament, mostly to the eastern side. There 
is a deficit of [CII] at  the location of the IRDC. Emission features continue to the edge of the mapped 
region, which indicates that a larger region still needs to be surveyed.
 Figure 5 shows the total spectrum of [CII] emission, averaged over the whole mapped region. 
Several different velocity components are detected. Fig. 5 also compares this [CII] spectrum with the 
13CO(1-0) GRS spectrum from this region. The strongest [CII] component is located close in velocity to 
the main 13CO(1-0) feature, which is known to be the velocity of the dense molecular gas of this IRDC 
(Henshaw et al. 2014; Hernandez & Tan 2015), but  there is an offset  of a few km/s. In general, there is 
also good correspondence of the weaker [CII] and 13CO features, which are likely to be molecular clouds 
and associated PDRs at substantially different distances along the line of sight.
 We conclude that it  is very likely that we have detected widespread [CII] emission associated 
with IRDC H and its GMC, probably from a lower density envelope. The spatial asymmetry and velocity 
offsets of a few km/s are interesting features. These results motivate us to continue this project to map a 
wider region of IRDC H, as well as the other IRDCs (C, F & G) in our sample. Now with the improved 
capabilities of GREAT  in Cycle 6, we will also simultaneously map the [OI] emission from the region, 
but sensitivity requirements and other observing modes are based on the primary goal of mapping [CII].
 Sensitivity estimates and observational set-up: Our time estimated based on the example of 
Appendix 3 of ‘Guide to Planning Observations with SOFIA/GREAT’, (http://www.sofia.usra.edu/
Science/instruments/pdf/Guide_To_GREAT.pdf), scaled so that  the sensitivity is 0.35K/beam, the spectral The Astrophysical Journal, 738:11 (8pp), 2011 September 1 Hernandez et al.

Figure 1. Morphology and depletion maps of the IRDC. (a) Top left: Spitzer GLIMPSE IRAC 8 µm image, with linear intensity scale in MJy sr−1. The image has
1.′′2 pixels and the point-spread function (PSF) has an FWHM of 2′′. (b) Bottom left: mass surface density, ΣSMF, with linear intensity scale in g cm−2, derived from
the image in panel (a) using the small median filter (SMF) MIR extinction mapping method of Butler & Tan (2009, 2011). Regions with ΣSMF > 0.01 g cm−2 but
which are >20% affected by artifacts in the extinction map (e.g., due to MIR bright sources) are excluded from analysis and shown by “X”’s and “O”’s for CO(1–0)
and (2–1) resolution grids, respectively. (c) Top middle left: integrated intensity map of C18O (J = 2 → 1) emission over the velocity range of 40–50 km s−1, i.e., the
gas associated with the IRDC (HT11), in linear units of K km s−1 and a pixel scale of 5′′. (d) Bottom middle left: the mean excitation temperature map weighted by
the column density in K, with pixel size of 11′′. (e) Top middle right: relative depletion factor (f ′

D) map for Case 1 (no CO envelope subtraction). (f) Bottom middle
right: relative depletion factor (f ′

D) map for Case 1 HiRes (no CO envelope subtraction, Σ derived at the CO(2–1) resolution). (g) Top right: relative depletion factor
map for Case 2 (CO envelope contribution estimated via interpolation across strips 2, 3, and 4 then subtracted; note we consider this process unreliable for strip 1).
(h) Bottom right: relative depletion factor map for Case 2 HiRes.
(A color version of this figure is available in the online journal.)

derives from CO emission, the mid- and far-infrared opacities
of dust grains as CO ice mantles build up, and thus the
initial conditions of star and planet formation in these regions.
Individual resolved IRDCs, assumed to have uniform isotopic
abundances, may also be useful laboratories in which to study
the depletion process as a function of local gas conditions.

In this paper, we present Instituto de Radioastronomia Mili-
metrica (IRAM) 30 m observations of C18O J = 1 → 0
and J = 2 → 1 emission from the filamentary IRDC
G035.30-00.33 (Cloud H in BT09; near kinematic distance of
d = 2.9 kpc). To look for evidence of depletion, the C18O-
derived mass surface density, ΣC18O, is compared with the small
median filter (SMF) mid-infrared (MIR) extinction mapping de-
rived mass surface density, ΣSMF (BT09; M. J. Butler & J. C. Tan
2011, in preparation, hereafter BT11). This work is motivated by
the study of HT11, who used 13CO molecular line emission from
the Galactic Ring Survey (GRS) to estimate the mass surface
densities of two highly filamentary IRDCs, including Filament
H. Assuming a constant value of Tex = 15 K, HT11 found
tentative evidence for CO depletion, but could not exclude the
possibility that other effects, such as systematic changes in the
excitation temperature or the contribution of high opacity cores,
were the cause of the observed decrease of Σ13CO/ΣSMF with
increasing Σ. With our new higher-resolution, multi-transition
C18O data, we are able to exclude or mitigate these effects, as

well as resolving higher mass surface density structures to probe
a larger range of conditions where depletion may be occurring.

2. MASS SURFACE DENSITY FROM MIR
EXTINCTION MAPPING

The 8 µm SMF mass surface density, ΣSMF, map was derived
at 2′′ resolution from the Spitzer IRAC band 4 (Galactic Legacy
Mid-Plane Survey Extraordinaire, GLIMPSE; Benjamin et al.
2003) image by comparing the observed intensity at each
position with the expected background intensity, estimated by
interpolating the intensities of surrounding nearby regions where
median filter smoothing is used to define the background model
(see Figures 1(a) and (b)). Following BT09, a dust opacity of
κ8 µm = 7.5 cm2 g−1 was adopted, similar to the filter response
and background spectrum weighted mean IRAC band 4 opacity
expected from the Ossenkopf & Henning (1994) thin ice mantle
moderately coagulated grain model with a gas-to-dust mass ratio
of 156. This value is somewhat higher than values adopted by
other dust models (e.g., 125 is used for Weingartner & Draine
2001), although a recent estimate from depletion studies finds a
gas-to-dust ratio of 141 (Draine 2011, p. 265). In any case, as
described below, our study of CO depletion compares relative
abundances as a function of Σ in the IRDC and so is independent
of this choice of overall normalization.
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Figure 4: (a) Left: Spitzer-IRAC 8 µm image of the main filament of IRDC H, seen in absorption against the Galactic 
background (grey scale in MJy/sr). Strips 1 to 4 and the red (central) and blue (envelope) regions were analyzed by 
Hernandez et al. (2011) in the construction of a CO depletion factor map. (b) Right: SOFIA-GREAT map (smoothed 
by a factor of 4) of the main [CII] component (at ~45km/s) associated with the IRDC H region. Note the spatial offset 
of [CII] from the dense filament, mostly on the eastern side.
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SOFIA-GREAT	[CII]

Mass	Surface	Density	+	[CII]	contours [CII]
“IRDC	H”	(Kainulainen+Tan 2013)



Conclusions
• GMC-GMC	collisions

• May	be	frequent	-- typical	merger	every	~0.2	orbital	times	
(~20-30	Myr within	r0)

• Naturally	links	~pc-scale	star	cluster	formation	to	global	galactic	
dynamics

• Difficult	to	confirm	observationally,	but	list	of	candidates	is	
growing	rapidly

• Created	numerical	model	of	collisions	on	the	GMC	scale:
• Includes	realistic	PDR-based	heating/cooling,	B-fields,	turbulence
• Magnetically	regulated	SF,	ambipolar diffusion,	3D	radiative	
transfer	(post-process)

• Physical	effects:
• triggers	formation	of	filamentary	complexes	w/	high	density,	high	
|B|,	high	velocity	dispersion,	star	clusters	w/	high	SFE

• New	Observational	Diagnostics:	
• Polarization	vs.	filaments?
• Spatial	&	velocity	offset	in	[CII]	emission?

Simulating a galactic environment for GMCs
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Conclusions
● GMC collisions potentially important 

star formation mechanism

   BUT diGcult to conLrm→

● Realistic numerical model of GMC 
collisions 

– B-Lelds, turbulence, PDR-based 
heating/cooling

– Magnetically-regulated star 
formation model

   → our GMC collision models trigger formation
      of grav. unstable clumps and star clusters

   → consistent with various observations; 
       also provide new potential diagnostics
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Feasibility: 
 Preliminary results of our Cycle  4 [CII] observation of IRDC H: Observations of a small part   
(6′ by 3′) of IRDC H were made in May 2016, with ~33 min on-source observation time. This involved 
~8 seconds of integration time per point, achieved via 3 repeated scans. The sensitivity in the final map is 
estimated to be ~0.35 K in a 1 km/s channel per beam.
 Figure 4 shows a map of the [CII] emission integrated from ~40 to 60 km/s. The main feature to 
note is that the [CII] emission is spatially offset  from the IRDC filament, mostly to the eastern side. There 
is a deficit of [CII] at  the location of the IRDC. Emission features continue to the edge of the mapped 
region, which indicates that a larger region still needs to be surveyed.
 Figure 5 shows the total spectrum of [CII] emission, averaged over the whole mapped region. 
Several different velocity components are detected. Fig. 5 also compares this [CII] spectrum with the 
13CO(1-0) GRS spectrum from this region. The strongest [CII] component is located close in velocity to 
the main 13CO(1-0) feature, which is known to be the velocity of the dense molecular gas of this IRDC 
(Henshaw et al. 2014; Hernandez & Tan 2015), but  there is an offset  of a few km/s. In general, there is 
also good correspondence of the weaker [CII] and 13CO features, which are likely to be molecular clouds 
and associated PDRs at substantially different distances along the line of sight.
 We conclude that it  is very likely that we have detected widespread [CII] emission associated 
with IRDC H and its GMC, probably from a lower density envelope. The spatial asymmetry and velocity 
offsets of a few km/s are interesting features. These results motivate us to continue this project to map a 
wider region of IRDC H, as well as the other IRDCs (C, F & G) in our sample. Now with the improved 
capabilities of GREAT  in Cycle 6, we will also simultaneously map the [OI] emission from the region, 
but sensitivity requirements and other observing modes are based on the primary goal of mapping [CII].
 Sensitivity estimates and observational set-up: Our time estimated based on the example of 
Appendix 3 of ‘Guide to Planning Observations with SOFIA/GREAT’, (http://www.sofia.usra.edu/
Science/instruments/pdf/Guide_To_GREAT.pdf), scaled so that  the sensitivity is 0.35K/beam, the spectral The Astrophysical Journal, 738:11 (8pp), 2011 September 1 Hernandez et al.

Figure 1. Morphology and depletion maps of the IRDC. (a) Top left: Spitzer GLIMPSE IRAC 8 µm image, with linear intensity scale in MJy sr−1. The image has
1.′′2 pixels and the point-spread function (PSF) has an FWHM of 2′′. (b) Bottom left: mass surface density, ΣSMF, with linear intensity scale in g cm−2, derived from
the image in panel (a) using the small median filter (SMF) MIR extinction mapping method of Butler & Tan (2009, 2011). Regions with ΣSMF > 0.01 g cm−2 but
which are >20% affected by artifacts in the extinction map (e.g., due to MIR bright sources) are excluded from analysis and shown by “X”’s and “O”’s for CO(1–0)
and (2–1) resolution grids, respectively. (c) Top middle left: integrated intensity map of C18O (J = 2 → 1) emission over the velocity range of 40–50 km s−1, i.e., the
gas associated with the IRDC (HT11), in linear units of K km s−1 and a pixel scale of 5′′. (d) Bottom middle left: the mean excitation temperature map weighted by
the column density in K, with pixel size of 11′′. (e) Top middle right: relative depletion factor (f ′

D) map for Case 1 (no CO envelope subtraction). (f) Bottom middle
right: relative depletion factor (f ′

D) map for Case 1 HiRes (no CO envelope subtraction, Σ derived at the CO(2–1) resolution). (g) Top right: relative depletion factor
map for Case 2 (CO envelope contribution estimated via interpolation across strips 2, 3, and 4 then subtracted; note we consider this process unreliable for strip 1).
(h) Bottom right: relative depletion factor map for Case 2 HiRes.
(A color version of this figure is available in the online journal.)

derives from CO emission, the mid- and far-infrared opacities
of dust grains as CO ice mantles build up, and thus the
initial conditions of star and planet formation in these regions.
Individual resolved IRDCs, assumed to have uniform isotopic
abundances, may also be useful laboratories in which to study
the depletion process as a function of local gas conditions.

In this paper, we present Instituto de Radioastronomia Mili-
metrica (IRAM) 30 m observations of C18O J = 1 → 0
and J = 2 → 1 emission from the filamentary IRDC
G035.30-00.33 (Cloud H in BT09; near kinematic distance of
d = 2.9 kpc). To look for evidence of depletion, the C18O-
derived mass surface density, ΣC18O, is compared with the small
median filter (SMF) mid-infrared (MIR) extinction mapping de-
rived mass surface density, ΣSMF (BT09; M. J. Butler & J. C. Tan
2011, in preparation, hereafter BT11). This work is motivated by
the study of HT11, who used 13CO molecular line emission from
the Galactic Ring Survey (GRS) to estimate the mass surface
densities of two highly filamentary IRDCs, including Filament
H. Assuming a constant value of Tex = 15 K, HT11 found
tentative evidence for CO depletion, but could not exclude the
possibility that other effects, such as systematic changes in the
excitation temperature or the contribution of high opacity cores,
were the cause of the observed decrease of Σ13CO/ΣSMF with
increasing Σ. With our new higher-resolution, multi-transition
C18O data, we are able to exclude or mitigate these effects, as

well as resolving higher mass surface density structures to probe
a larger range of conditions where depletion may be occurring.

2. MASS SURFACE DENSITY FROM MIR
EXTINCTION MAPPING

The 8 µm SMF mass surface density, ΣSMF, map was derived
at 2′′ resolution from the Spitzer IRAC band 4 (Galactic Legacy
Mid-Plane Survey Extraordinaire, GLIMPSE; Benjamin et al.
2003) image by comparing the observed intensity at each
position with the expected background intensity, estimated by
interpolating the intensities of surrounding nearby regions where
median filter smoothing is used to define the background model
(see Figures 1(a) and (b)). Following BT09, a dust opacity of
κ8 µm = 7.5 cm2 g−1 was adopted, similar to the filter response
and background spectrum weighted mean IRAC band 4 opacity
expected from the Ossenkopf & Henning (1994) thin ice mantle
moderately coagulated grain model with a gas-to-dust mass ratio
of 156. This value is somewhat higher than values adopted by
other dust models (e.g., 125 is used for Weingartner & Draine
2001), although a recent estimate from depletion studies finds a
gas-to-dust ratio of 141 (Draine 2011, p. 265). In any case, as
described below, our study of CO depletion compares relative
abundances as a function of Σ in the IRDC and so is independent
of this choice of overall normalization.

2

Figure 4: (a) Left: Spitzer-IRAC 8 µm image of the main filament of IRDC H, seen in absorption against the Galactic 
background (grey scale in MJy/sr). Strips 1 to 4 and the red (central) and blue (envelope) regions were analyzed by 
Hernandez et al. (2011) in the construction of a CO depletion factor map. (b) Right: SOFIA-GREAT map (smoothed 
by a factor of 4) of the main [CII] component (at ~45km/s) associated with the IRDC H region. Note the spatial offset 
of [CII] from the dense filament, mostly on the eastern side.


